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Abstract:

Metaphor is a fundamental element of language, increasing its potential to convey meaning economically. It is also a naturally attractive device for enriching narrative in fictional literary contexts. In metaphor, we notice the similarities of the concepts compared, and not the differences. Our reception of fiction – our ability to lose ourselves in a story – is analogous: we are attracted to the similarities with our own lives, our own inner narratives, and ignore the differences between ourselves and the characters of the fictional narrative we enjoy. And beyond fiction, when we relax our rational focus on a situation, we seem to be subject to cognitive illusions in the same way we are prone to optical illusions. This paper suggests that our evolutionary origins explain both our reliance on metaphor in narrative, and our willingness to suspend disbelief in our reception of fiction. When fiction contains a moral message (and I will suggest that all fiction does), we respond to it, either as a model for our own behaviour or a warning of behaviour to be avoided, whether or not our personal experience prepares us with opportunities for comparable behaviours. 



This paper reviews current research on the evolutionary origins of symbolic representation, language and narrative, before considering whether our willingness to suspend disbelief is similarly a product of the co-evolution of biology and culture. The paper then suggests some implications for readers when receiving a fictional narrative, and for writers in producing them. 

Introduction

This paper is drawn from my research project, which is examining the treatment of moral issues in modernist literature, including the way World War I influenced the moral context and authorial intention. I am coming at the problem in a roundabout way, beginning with a naturalistic exploration of human psychology in order to understand why literature reflects such a preoccupation with moral issues. Looking at cognitive approaches to the question of moral content – and anthropological, and sociobiological approaches – has exposed the question of where our capacity for symbolic representation comes from in the first place. Our reliance on symbols and metaphor, or our susceptibility to them, appears to be just part of the overall set of cognitive abilities and limitations that, among other things, influence the way we produce and receive literary texts. So let’s start with a metaphor:
The shirt seemed heavy until he saw there was another shirt inside it, the sleeves carefully worked down inside Jack’s sleeves. It was his own plaid shirt, lost, he’d thought, long ago in some damn laundry, his dirty shirt, the pocket ripped, buttons missing, stolen by Jack and hidden here inside Jack’s own shirt, the pair like two skins, one inside the other, two in one. He pressed his face into the fabric and breathed in slowly through his mouth and nose, hoping for the faintest smoke and mountain sage and salty sweet stink of Jack but there was no real scent, only the memory of it, the imagined power of Brokeback Mountain of which nothing was left but what he held in his hands. (Proulx, 2000, p. 316)


The metaphor of shirts synthesises and abstracts the concept of the relationship between the two men with a fluency and power that inarticulate Jack could never have expressed in words. When we read that passage, and share with Ennis his dawning comprehension of the symbolic power of the metaphor to represent Jack’s feelings for him, we can’t help but respond. Annie Proulx of course has something to do with drawing us in to vicariously experience the metaphor, embedded in the larger story. We respond to this narrative much as Ennis responds to the metaphor – seeing the similarities of this relationship with our own experiences, and passing over the differences.


Like any good post-grad English scholar, Ennis appropriates the metaphor and hangs it in his trailer under a thirty-cent postcard of the mountain, as if he couldn’t trust himself to make the symbolic connection between the shirts and the relationship without the visual prompt. (That’s a little unfair to Ennis; what he is actually doing in this final part of the novella is creating a shrine to their relationship, and to Brokeback Mountain; the shirts are altar cloths, symbolic of his – and our – need for spiritual connection, for myth and ritual.)


What I’d like to do today is explain why we don’t need the visual prompt, why we can trust our symbolic senses to understand metaphor for what it is, the tip of the iceberg (to use a tired old metaphor) of our symbolic aptitude, which underpins our language ability and our reception of narrative. We know from experience that metaphor works, and so does literature; whatever additional insights we can obtain to assist in understanding why it works, should assist us in writing and reading. 

Sociobiology and the Culture Wars


There are competing explanations for the origins of symbolic representation.  The application of cognitive, anthropological and evolutionary approaches to the humanities seems to have always been controversial, and especially so since the publication of E.O. Wilson’s Sociobiology: The New Synthesis in the early 1970s. In general, the debate has been about the extent to which genes influence behaviour; in its simplest form, it’s the ‘nature or nurture’ debate on the origins of human behaviour. One of Wilson’s key premises is that both are important, with behaviour a product of the co-evolution of culture and genes;
 but his project was (perhaps consciously?) misconstrued as ‘genetic determinism’, with its critics labelling it an attempt to provide genetic excuses for undesirable – even abhorrent – behaviours, such as racism, rape and war. But this is committing the ‘is/ought’ fallacy: Wilson himself sought to make clear that

…there is a dangerous trap in sociobiology, one which can be avoided only by constant vigilance. The trap is the naturalistic fallacy of ethics, which uncritically concludes that what is, should be. The ‘what is’ in human nature is to a large extent the heritage of a Pleistocene hunter-gatherer existence. When any genetic bias is demonstrated, it cannot be used to justify a continuing practice in present and future societies. Since most of us live in a radically new environment of our own making, the pursuit of such a practice would be bad biology; and like all bad biology, it would invite disaster. (Wilson, in Segerstråle, 2000, p. 25)

The sociobiology debate (including the above quotation) is well covered in Ullica Segerstråle’s Defenders of the Truth. For Wilson, his (oft misunderstood) aim was to achieve ‘consilience’, the amalgamation of scientific and humanities approaches: 

There is only one way to unite the great branches of learning and end the culture wars. It is to view the boundary between the scientific and literary cultures not as a territorial line but as a broad and mostly unexplored terrain awaiting cooperative entry from both sides. … The two cultures share the following challenge. We know that virtually all of human behaviour is transmitted by culture. We also know that biology has an important effect on the origin of culture and its transmission. The question remaining is how biology and culture interact, and in particular how they interact across all societies to create the commonalities of human nature. (Wilson, 1998, p. 137)

Symbolic representation and the origins of language


One of our commonalities is the use of symbols. When we deal in metaphor, we have an awareness of the differences between the concepts compared, but focus instead on the similarities of the comparison: 


The key to metaphor, as David Lodge…notes, is the bringing together of similarities with the “awareness of difference”. (van Oort, 2003, p. 270)

So what does a cognitive, sociobiological, or anthropological approach offer towards an understanding our symbolic preoccupations? Having splashed around in this fairly deep meme-pool for several months, the most compelling and illuminating work I can find is neuroscientist Terrence Deacon’s 1997 book The Symbolic Species: The co-evolution of language and the brain. Deacon’s argument is that the development of symbolic representation (that led ultimately to language) was the decisive evolutionary step that separated modern humans from the other animals. Most importantly, like Wilson, he suggests that our capacity for symbolic representation and language arose from the co-evolution of genes and culture:

…putting evolutionary causes and effects in appropriate order and precisely identifying the anatomical correlates of this transition are a prerequisite for providing anything beyond “just so” versions of the process. The key to this is the co-evolutionary perspective which recognises that the evolution of language took place neither inside nor outside brains, but at the interface where cultural evolutionary processes affect biological evolutionary processes. (Deacon, 1997, p. 409)


 In semiotic terms, Deacon defines symbolic representation as including relationships between symbols; that is, the connection to a physical object or event may be lost. Deacon believes that what distinguishes homo sapiens from our evolutionary near-relatives, and what stimulated the development of this form of symbolic representation, was the dilemma of providing for a social structure within which children might be raised:

Symbolic culture was a response to a reproductive problem [group hunting/gathering and provisioning of mates and offspring] that only symbols could solve: the imperative of representing a social contract. (Deacon, 1997, p. 401)

Whether this hypothesis for our symbolic culture’s origin can ever be proven to be true or not, is less important than the neurological evidence of symbolic capacity itself. Deacon’s research into our ability to use symbols shows that in terms of symbolic capability we are not smart apes, and apes are not dumb humans: co-evolution of our anatomical cognitive capability with our cultural symbolic ability has distinguished us from all other animals, and in fact shows that we are ‘over-engineered’ for symbolic representation:

In evolutionary terms, it would be accurate to say that the genetic basis for symbol-learning abilities has been driven to “fixation.” In other words, it has become a universal trait of the species. Though there may be variations in this ability among people, essentially all of this variability is above the threshold necessary for acquiring symbols...I want to suggest that the neuroanatomical evidence of massively altered brain proportions and the anthropological and clinical evidence for universality of symbol learning across a wide spectrum of circumstances indicate that the human brain has been significantly overbuilt for learning symbolic associations. (Deacon, 1997, p. 412--3)

 This provides a plausible explanation of why symbols should be so central, and arguably inevitable, in both life and language. It is satisfying to think back to the example of Ennis and Jack that we started with – how the difficulty to express or realise a deep emotional experience should lead to a symbolic abstraction of the issue, and result in its essence being conveyed in metaphor.


Nevertheless, we speak today, and some of our ancestors did not, so language, like other human cultural manifestations, has an evolutionary trajectory. But that trajectory – from symbolic representation to language – is not yet properly mapped: competing hypotheses abound, from language as a non-contact kind of primate grooming, to its origins as a derivation of song and dance. Terrence Deacon warns of the difficulty of explaining the evolutionary path followed by language, when there are no lesser forms to compare it with:

Of no other natural form of communication is it legitimate to say that “language is a more complicated version of that.” It is just as misleading to call other species’ communication systems simple languages as it is to call them languages. In addition to asserting that a Procrustean mapping of one to the other is possible, the analogy ignores the sophistication and power of animals’ non-linguistic communication, whose capabilities may also be without language parallels. Perhaps we are predisposed to see other species’ communications through the filter of language metaphors because language is too much a natural part of our everyday cognitive apparatus to let us easily gain an outside perspective on it. (Deacon, 1997, p. 34)


Specifically, he identifies the difficulty of expecting to find an archaeological record of language evolution:

If modern language abilities appeared all of a sudden in human prehistory, then we ought to find numerous other correlates of a radical reorganisation of human behaviour and biology…Not surprisingly, many have been “discovered” in the record of human prehistory. They include: abrupt technological transitions (eg. the first appearance of stone tools or of extensive cultural variations in tool design); possible punctuated speciation events…; rapid population changes…; and signs of major innovations in cultural artefacts…But because they offer evidence that is indirect, as best, and so sparse and fragmentary, paleontological finds can appear irregular for many other reasons. (Deacon, 1997, p. 36)


But language, in Deacon’s use of the term, is language: whatever its precise evolutionary trajectory, and whatever the balance of the contributions of culture and biology, it remains what it is – the defining feature of humanity, that distinguishes us from other animals.

...[L]anguage must be viewed as its own prime mover. It is the author of a co-evolved complex of adaptations arrayed around a single core of semiotic innovation that was initially extremely difficult to acquire. Subsequent brain evolution was a response to this selection pressure and progressively made this symbolic threshold ever easier to cross. This has in turn opened the door for the evolution of ever greater language complexity. Modern languages, with their complex grammars and syntax, their massive vocabularies, and their intense sensorimotor demands, evolved incrementally from simpler beginnings. (Deacon, 1997, p. 44)

Competing concepts concerning metaphor


I might at this point mention two competing concepts concerning the cognitive processes underlying metaphor: ‘embodiment’, reflected in George Lakoff and Mark Johnson’s work on symbolic representation, in Metaphors we live by (1980) and Philosophy in the Flesh (1999); and conceptual integration, or ‘blending’, following the work, termed cognitive rhetoric, by Mark Turner and Gilles Fauconnier. 


Lakoff and Johnson’s thesis states that metaphoric thinking evolved from bodily or biological origins, the concept captured nicely by F. Elizabeth Hart as “human brains/minds structure their conceptual representations of the world by way of the body’s perceptual interactions within that world.” (Hart, 2006, p. 230). This explanation of the metaphoric origins of language, and indeed the use of metaphor as a metaphor for understanding its underlying cognitive processes, is superficially attractive:

Metaphor is also universal because linguistic meaning gains its natural structure from this metaphoric, or episodic, connection, which is determined by the very events that language tries to describe. This gives us a nice continuity with the ancient mammalian capacity for social event perception to language. Our experience base is still the same as it is in other social mammals….Our dependency on metaphor exposes the vestigial mammalian cognitive system that drives our use of language. (Donald, 2001, pp. 283)

 But as Richard van Oort argues convincingly, drawing on Deacon’s concepts, language (and metaphor) derive from the evolution of a symbolic capability in culture. While embodiment might play a part in the evolution of the cognitive processes underlying language, symbolic representation could only emerge in a social context when the meaning of the symbol is shared and distributed within culture:

If we want to explain the origin of what we take to be universal human categories, for example, metaphor and narrative, then we are going to have to bite the bullet and explain what the anthropological function of these categories is. But in order to do that, we need to take seriously the fact that symbolic representation is irreducible to the causal mechanisms of biological function. Instead, positively speaking, we need to recognise that the only explanations available to us lie in the functioning of the historical institutions of human culture itself. (van Oort, 2003, p. 290)



Turner’s work, by contrast, allows for a symbolic-representation-first interpretation. Blending is “the mental operation of combining two mental packets of meaning – two schematic frames of knowledge or two scenarios, for example – selectively and under constraints to create a third mental packet of meaning that has new, emergent meaning.” (Turner, 2002, p. 10) Thus, blending includes the process of creating and interpreting metaphor, but extends to other types of non-metaphoric combination. The concept provides illuminating insights into hidden assumptions and blendings that contribute to metaphoric meaning.

Metaphor as a metaphor for Narrative


Let’s pause for a brief refresher on semiotics. Three often-used categories of symbolic representation, of the relationship between signifier and signified, are as follows:

a.
icon (the sign has an actual resemblance to the item signified, like a photo)

b.
index (the sign has a causal relationship with the item signified, like smoke and fire)…

c.
symbol (the sign has an arbitrary, conventional relationship with the item signified, like red for danger)

Deacon acknowledges Peirce’s insight, that modes of reference can be understood in terms of levels of interpretation. That is, more complex forms of reference build on simpler forms, so that symbolic relationships build on indexical relationships, and these in turn can build on iconic relationships.  (Deacon, 1997, p. 69–101) 


In describing the iconic relationship between signifier and signified, Deacon identifies a psychological shortcut that is at the heart of symbolic representation: 

The interpretive step that establishes an iconic relationship is essentially prior to this, and it is something negative, something that we don’t do. It is, so to speak, the act of not making a distinction. (Deacon, 1997 p. 74)


This introduces the ‘mis-perception’ of my title: the key to symbolic representation is to be aware of the differences, but to move past them to recognise the similarities. This is the heart of our recognition of the similarities to our own condition rendered in narrative, and a possible explanation regarding why that recognition can invoke such a ‘real’ experience:

The ability to interpret a narrative as a sort of simulated experience often requires the generation of complex mental imagery. Powerful mental images can elicit a vicarious emotional charge that makes them capable of out-competing current sensory stimuli and intrinsic drives for control of attention and emotion, resulting in a kind of virtual emotional experience….This suggests that our most social cognitive capabilities may serendipitously grow out of the learning and attentional biases of the prefrontal bias that made symbolization tractable in the first place. (Deacon, 1997, p. 430)


Deacon goes on to suggest why narrative ‘works’ more effectively than memory in stimulating emotion:

My imagistic and emotional experience in response to the episodes described in a novel is distinct from that of anyone else, though all readers will share a common symbolic understanding of them. The “subjective distance” from what is represented confers a representational freedom of thought processes that is not afforded by the direct recall or imagining of experiences. (Deacon, 1997, p. 451)


One of Deacon’s more interesting insights concerns the apparent ease with which young children acquire languages, not because of an innate language instinct, but because languages have evolved to reflect the way children learn; as Deacon suggests, languages need children more than children need languages. (Deacon, 1997, p. 109) Although it is beyond the scope of this paper, I am interested in following up the similarly natural way children acquire an ‘adult’ sense of narrative. If narrative can be considered as a higher-order symbolic framework that builds on (and influences) the symbolic relationships of language, then the application of Deacon’s hierarchical symbolic representation model may offer further insights into the reception of narrative.

Literary Darwinism and the moral dimension


Consideration of the symbolic nature of language and its evolutionary origins leads us to an evolutionary approach to literature itself. Joseph Carroll is perhaps the best-known proponent of Darwinian analysis in literature, approaching texts as he does out of a “naturalist conviction that literature reflects and articulates the vital motives and interests of human beings as living organisms.” (Carroll, 2004, pp. 152-3) Carroll is suggesting why moral issues (among several other vital interests) should be so central in literature. Starting from other premises, Carroll arrives at a conclusion similar to Deacon’s, that one of the great advantages of symbolic representation is its utility in exploring the difficulties of forming social contracts, considerations at the heart of ethics:

Human beings living in a real physical world and interacting both with their physical environment and with other human beings form the central topic of all literary representation. Cognitive rhetoric emphasizes metaphorical relationships, but this elementary configuration presents us with a primary, literal order of representations. Metaphors are diverse, but they have meaning and force only in the degree to which they reflect the elementary structure of human motives and concerns. 


In literature, the most frequent and important themes are those that concern individual identity, sexual romance, and the family. (Carroll, 2004, pp. 108-9)

But our symbolising nature makes us susceptible to metaphor even when the distance between the narrative and our subjective experience is vast. 

Literature is satisfying – moving or disturbing – not in the degree to which it fulfils fantasy expectations – though it can do this – but in the degree to which it provides a sense of psychological order. … Through literature and its oral antecedents, we recognise the elemental structures of human concerns in our own lives and in those of others. We filter out the trivial and the tangential aspects of experience and see into the deep structure of our nature. And we not only ‘see’ – not only understand objectively… – we realize our deeper nature in vividly subjective ways. (Carroll, 2004, pp. 115-6) 


Nancy Easterlin, however, warns us of the complexity of the whole undertaking of looking for evolutionary origins of this or any other dimension of literature:

Knowing, then, that we share an evolved psychic architecture whose patient excavation, so to speak, will result in a progressively better defined concept of human nature, and knowing too that the behaviour of human beings as writers as well as other kinds of agents varies under divergent environmental conditions, Darwinian criticism should be sensitive to the complex relationship between individual adaptations, the total array of adaptations, subjective cognitive processes, and environmental circumstances that give literary works enduring significance. (Easterlin, 2001, p. 252)

Implications


If metaphor – or symbolic representation – can indeed be thought of as a product of the uniquely human co-evolution of language and the brain, of culture and biology, what then are the implications for literature, and for the production and reception of narrative? 


For the reader or critic, an evolutionary-psychological approach is probably most useful in considerations of authorial intent: l’auteur, il n’est pas mort? My own work on Ford Madox Ford, and the moral trajectory of his characters, from Dowell and his ‘good soldier’ Ashburnham to Tietjens in Parade’s End, is illuminated by consideration of a psychological perspective:

The identity between narrator and author is an invitation to a biographical reading of the novel [The Good Soldier]. Thomas Moser’s recent interpretation reveals the sources of the novel in the life. Florence and Leonora not only correspond to Violet Hunt and his first wife Elsie Hueffer, respectively, the curious and distorted ways they are seen by Dowell correspond to Ford’s self-serving views of Violet and Elsie. But reduction of the novel to biography threatens the integrity of the novel. The distinction of The Good Soldier is in its objectification of the quandaries of character and sexuality that Ford as well as many of his contemporaries found themselves in during the crucial period before World War I. For all the appreciative criticism of The Good Soldier, readers have not, in my view, sufficiently appreciated Ford’s contribution to the deauthorizing tendency in modern fiction. Ford exercises his extraordinary technical skill in The Good Soldier not so much in the interest of form as in the interest of making us see with maximum vividness and uncertainty our sexual and moral lives. (Goodheart, 1986, p. 378) 


And for the writer? If nothing else, knowing that the ‘burden of proof’ is a pleasingly light one in provoking the suspension of disbelief, only confirms what writers have always known, that successful stories (alas, for bears to dance to…) are constructed with engaging characters and a plot. There are plenty of examples in the literary canon that invite imitation or provoke reaction – the meat and potatoes of writing courses – without the necessity for a unifying theory of literature from an anthropological, evolutionary, or cognitive viewpoint. The exploration of those viewpoints, hovever, stimulates ideas, and new ways of thinking about our collective condition – and that is at the heart of the creation of the characters and the plot.

Ends
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